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Abstract—Recent studies have shown that sequential belief propagation decoding of low-density parity-check codes can increase the decoding convergence speed while simultaneously improving the asymptotic performance compared to the conventional flooding scheme. Two of the practical sequential decoding schemes known are the ones by Casado et al. [1] in which informed dynamic scheduling is used for scheduling the sequential updates of the messages. In this letter, we propose a two-staged informed dynamic scheduling that unifies and outperforms the two schemes of [1].
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I. INTRODUCTION

LOW-DENSITY parity-check (LDPC) codes have been a main research topic in coding theory recently due to their capacity-approaching performance over various channels using low-complexity iterative decoding. In the conventional iterative decoding scheme which is also called the flooding scheduling scheme, all the variable nodes and subsequently all the check nodes send messages to their neighbors. Recent studies, on the other hand, have shown that it may be more efficient in terms of number of iterations required to achieve a certain performance if the order of sending messages is serial, i.e., serial updates of variable and check node’s messages. For example in [6], it was proven that serial updates of messages can require half as many number of iterations to converge compared to the flooding scheme for long codes. Numerous simulations in the literature including those in [1] [4] and references therein have also indicated that sequential decoding converges roughly twice as fast compared to the conventional flooding technique. Sequential updates of the messages then presents us with the problem of efficient scheduling of the messages that provides the best possible convergence speed.

To this end, Casado et al. [1] have recently presented two informed dynamic scheduling (IDS) schemes in which the notion of residual is utilized to schedule the message updates. It was demonstrated that, compared to any known belief propagation decoding of roughly the same complexity as the flooding scheme, one of the two schemes called residual belief propagation (RBP) yields the best code performance for a small number of iterations while the other of the two called node-wise residual belief propagation (NWRBP) yields the best code performance as the number of iterations increases.

In this letter, we propose a two-staged IDS that combines RBP and NWRBP through exploiting only the desirable features of the respective schemes. Specifically, our proposed scheme will yield code performance that is at least as good as the better of RBP and NWRBP schemes at each decoding iteration. We will in fact show, empirically, that our proposed scheduling scheme outperforms the two schemes starting at a moderate number of iterations until decoding convergence.

II. INFORMED DYNAMIC SCHEDULING

Consider the bipartite graph of an LDPC code with the set of variable nodes \( V \) and the set of check nodes \( C \). In a belief propagation decoding of LDPC codes, the log-likelihood ratio (LLR) message from a variable node \( x \in V \) to a check node \( c \in C \), \( m_{xc} \), is defined as

\[
m_{xc} = m_x + \sum_{c' \in N(x) \setminus c} m_{c'x}
\]

and the message from \( c \in C \) to \( x \in V \), \( m_{cx} \), is defined as

\[
m_{cx} = \log \frac{1 + \prod_{c' \in N(c) \setminus x} \tanh \left( \frac{m_{c'x}}{2} \right)}{1 - \prod_{c' \in N(c) \setminus x} \tanh \left( \frac{m_{c'x}}{2} \right)}
\]

where \( m_x \) is the initial LLR of the variable node \( x \) from the channel information, \( N(\cdot) \) is the set of neighbors of \( \cdot \), and \( m_{c'x} 's \) in Equation (1) are all initially equal to 0. In each decoding iteration of the conventional flooding scheme, all messages \( m_{xc} \) and \( m_{cx} \), \( x \in V, c \in C \), are updated according to Equations (1) and (2), respectively.

Sequential belief propagation decoding generally refers to updating messages in a serial order and can be classified broadly into two classes: nonadaptive scheduling and adaptive scheduling. Nonadaptive scheduling techniques examples of which are described in [6] and references therein update messages in a predetermined fixed order whereas the order of message updates is changed dynamically according to the messages generated during the decoding process in adaptive scheduling techniques. Motivated by the recent results of [1], we consider in this letter an informed dynamic scheduling which is an adaptive scheduling technique. In the next subsection, we review two examples of IDS from [1] that perform very well.

A. Informed Dynamic Scheduling using Residual

RBP is an algorithm that schedules the message updates according to the value of the residual of message \( m \) which,
originally introduced in [2], is defined as
\[ r(m) = \|m - m'\| \]
where \( m' \) is the message before an update. The idea of RBP is that only the message with the largest residual is selected for each update in the hope of increasing the decoding convergence speed. Initially, the residuals of all messages in the bipartite graph are set to 0. Then all the variable-to-check nodes messages \( m_{c,x}, x \in V, c \in C \), are sent and only the check-to-variable node message \( m_{c',c} \) with the largest residual for some \( x' \) and \( c' \) is sent. In both RBP and NWRBP, after sending or updating a message, the associated residual for that message is reset to 0. Note that after sending this check-to-variable node message, only the residuals of variable-to-check node messages \( m_{c',c} \) where \( c \in \mathcal{N}(x') \setminus c' \) change and hence only these \( m_{c',c} \)'s are updated. Then \( m_{c',c} \)'s are calculated where \( c \in \mathcal{N}(x') \setminus c' \) and \( x \in \mathcal{N}(c) \setminus x' \), and among all the residuals of check-to-variable node messages, the message with the largest residual is updated. RBP consists of repeated application of this process of sequential scheduling. As explained in [1], RBP is a greedy method which performs well for a small number of decoding iterations however worse than the flooding scheme for increasing number of iterations.

To resolve this problem of early decoding convergence in RBP, a less greedy version of it called NWRBP was introduced in which the only difference from RBP is that instead of the check-to-variable node message with the largest residual being updated, all check-to-variable messages are updated for the check node that contains the message with the largest residual. In other words, if the message \( m_{c',c} \) has the largest residual from some \( x' \in V \) and \( c' \in C \), then messages \( m_{c',c}, x \in \mathcal{N}(c') \), are all updated simultaneously in NWRBP. In both RBP and NWRBP, decoding stops if either all the parity-check equations are satisfied after an iteration or a predetermined number of iterations has reached. It was demonstrated that NWRBP has better convergence speed and asymptotic performance than the flooding scheme while it performs slightly worse than RBP for a small number of iterations.

**B. Two-Staged Informed Dynamic Scheduling**

In the simulation results shown in [1], it was observed that RBP and NWRBP yield a competitive decoding performance using belief propagation decoding for a small and mid-to-large number of iterations, respectively. Motivated by this observation, our proposed scheduling scheme will work in two stages: RBP in the first stage and NWRBP in the second stage. The main contribution of this letter is then the formulation of the condition to switch from the first stage to the second stage.

To this end, consider the set of unsatisfied check nodes which is defined as the check nodes whose neighbors (after hard-decision decoding) do not sum to 0 modulo 2. Then define the set of variable nodes \( S \) that are neighbors to the set of unsatisfied check nodes as suspicious nodes [7] and denote by \( S_l \) the number of suspicious nodes after decoding iteration \( l \). Clearly, the set of suspicious nodes will include variable nodes in error with high probability. Simulation results of RBP, as will be observed in the next section, indicate that the average cardinality of \( S \), when not equal to 0, drops significantly from \( S_0 \) to \( S_1 \) and then starts to increase until convergence while the word-error-rate (WER) decreases until convergence. We can deduce then that progressively less frequent occurrence of nonempty but larger-sized \( S \) for increasing number of iterations is reflective of lower WER. Simulation results also indicate that the cardinality of \( S \) converges slightly faster than WER which can be exploited to formulate the condition for the switch from RBP to NWRBP. Therefore in our proposed scheduling algorithm, the switch from the first stage to the second stage takes place immediately after decoding iteration \( l \) for \( l \geq 4 \) if the following condition is satisfied twice, in any order:

\[ \frac{S_{l-1}}{S_{l-2}} \geq \frac{S_l}{S_{l-1}} \quad (3) \]

It seemed that the requirement of the inequality (3) being satisfied twice was appropriate to detect the start of convergence of the cardinality of \( S \) at the earliest possible iteration number without mistakenly interpreting an incidental decrease in the relative change of \( S \) as the start of its convergence. Since decoding stops after \( l \) iterations in RBP (and also in NWRBP) when \( S_l = 0 \), decoding stops if any of the \( S_l \)'s in inequality (3) becomes 0. For example, the switch never takes place and decoding stops if \( S_l = 0 \) for \( l \leq 4 \). Besides when \( S_l \) becomes 0 before the switch condition is satisfied, the only way for the switch not to occur is if the inequality (3) is satisfied at most once for all values of \( l \) which is an unlikely event. For this matter, one can modify the switch condition so that RBP is switched to NWRBP if the described condition is satisfied or a predetermined number of iterations is reached whichever comes earlier, however, simulation results indicated that this was not necessary. When the switch does take place, to facilitate faster convergence, NWRBP is not started with its associated initial condition of residuals of all messages being equal to 0, but it starts with the residuals inherited from RBP. Note that the only additional computational cost of our algorithm compared to RBP or NWRBP, whose computational complexity is essentially equal to that of the flooding scheme [5], is the calculation of \( S_l \) for each \( l \geq 1 \) which takes only a linear amount of time.

A decoding iteration in RBP and NWRBP is defined as the number of check-to-variable node message updates that equals the number of edges in the bipartite graph and as the number of check-node message updates that equals the number of check nodes, respectively [1]. Consequently, in RBP and NWRBP, a fraction of a decoding iteration can be defined. Thus while it is possible to let the inequality (3) to take on non-integer values for the iteration number \( l \), only integer values of \( l \) were considered in this letter for computational cost savings.

**III. RESULTS**

In this section, we show simulation results of belief propagation decoding of BPSK-modulated LDPC codes used over the additive white Gaussian noise (AWGN) channel. In all simulations, we used a rate-\( \frac{1}{2} \), length 500 code that was generated from the progressive-edge growth algorithm [3] using an optimal degree distribution.

Figure 1 shows the mean of \( S_l \), for \( l = 0, 1, \ldots, 10 \), for \( S_l > 0 \) of the flooding scheme, RBP and NWRBP. Not shown in the
Figure 1: Average number of suspicious nodes.

Figure 2: WER performance of scheduling algorithms.

Figure 3: WER performance after 30 iterations.

The nonconvergent behaviors of $S_l$, $l > 10$, of the flooding scheme and NWRBP while $S_l$ for RBP has nearly converged after iteration 5.

Figure 2 shows the WER performance of the three decoding schemes mentioned in Fig. 1 along with our proposed two-staged IDS scheme. Note that RBP and NWRBP perform noticeably better than the flooding scheme while RBP converges very quickly approximately at iteration 10 well after its associated $S_l$ converges. Also note that NWRBP starts to outperform RBP at iteration 10 and converges much later at approximately iteration 35. Two-staged IDS scheme performs almost the same as RBP for a small number of iterations of up to around 7 and outperforms both RBP and NWRBP thereafter. The switch from the first stage to the second stage occurred after 5.1 iterations on average with variance of 1.1. The fact that the second stage of our two-staged IDS scheme starts with fewer nodes in error than NWRBP establishes the asymptotically superior performance of the former over the latter. It should be emphasized that the timing of the switch from the first to the second stage is crucial since RBP can outperform the two-staged IDS scheme in the early iterations if the switch is made too early. If the switch is made too late then the LLR’s of the new variable nodes in error that were generated from RBP will be too large to be corrected by NWRBP.

Figure 3 shows the WER performance of the four decoding schemes after 30 iterations. In agreement with the results suggested in Fig. 2, the relative performances of the four schemes remain the same over a range of signal-to-noise ratios.

IV. DISCUSSION

In this letter, a two-staged IDS for sequential belief propagation decoding of LDPC codes used over the AWGN channel was presented. It was shown that the presented scheduling algorithm combines and improves on the recently introduced RBP and NWRBP schemes at the expense of little amount of additional complexity.
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